
Embodied Perception and InteraCtion Lab Spring 2025

Prof. He Wang

Introduction to Computer Vision

Lecture 6 - Deep Learning III



Logistics

• Assignment 1: to release on 3/14, due on 3/29 11:59PM (this Saturday)

• Implementing convolution operation

• Canny edge detector

• Harris corner detector

• Plane fitting using RANSAC


• Some functions are required to be implemented without for loop.


• If 1 day (0 - 24 hours) past the deadline, 15% off

• If 2 day (24 - 48 hours) past the deadline, 30% off

• Zero credit if more than 2 days.



• Set up the task

Outline

• Built a model —> construct your neural network

• Decide the fitting/training objective   —> Loss function

• Perform fitting   —> Training by running optimization


• Testing    —>   Evaluating on test data

• Prepare the data —> Need a labeled dataset.



CNN Training



To Train a CNN

Slide credit: Stanford CS231N
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Outline

• Data preparation


• Weight Initialization


• Set a loss function


• Start optimization

• optimizer?

• learning rate?

Outputϕθ

GT

Loss

Backpropagate + update weight
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Data Preprocessing

Slide credit: Stanford CS231N



Data Preprocessing
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Data Preprocessing

Slide credit: Stanford CS231N



Summary of Data Preprocessing

Slide credit: Stanford CS231N
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Weight Initialization
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Weight Initialization
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Weight Initialization: Activation Statistics

Slide credit: Stanford CS231N
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Weight Initialization: Xavier Inititalization
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Weight Initialization: Xavier Inititalization
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Weight Initialization: He Inititalization

Slide credit: Stanford CS231N



Initialization is still an Active Research Area

Slide credit: Stanford CS231N
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SGD

Update rule:

Figure credit: Stanford CS231N



Problems with SGD: #1

Slide credit: Stanford CS231N
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Problems with SGD: #2
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Problems with SGD: #2
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Problems with SGD: #2
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Problems with SGD: #3

Slide credit: Stanford CS231N



SGD + Momentum

Slide credit: Stanford CS231N



Adam

Slide credit: Stanford CS231N
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Loss Curves for Different Learning Rates

• An appropriate learning rate 
for classification: 1e-6 ~ 1e-3


• Low learning rate: undershoot


• High learning rate: overshoot

Figure credit: Stanford CS231N.



• Iteration:

• One batch (whose size is called batch size)

• A gradient descent step


• Epoch

• Contains many iterations that go over the training data for 

one complete pass

• After a epoch, plot train curve, evaluate on val, save 

model…

Iteration and Epoch



Learning Rate 

https://www.jeremyjordan.me/content/images/2018/02/Screen-Shot-2018-02-24-at-11.47.09-AM.png



Learning Rate Schedule

Idea: high learning rate at the beginning, decay it later

Slide credit: Stanford CS231N



Learning Rate Schedule



Learning Rate Schedule: Linear Warmup



Batch Size and Learning Rate

• An empirical rule of thumb: if you increase the batch 
size by N, also scale the initial learning rate by N.


• Why? Suggested reading: visualizing learning rate vs. 
batch size.

https://miguel-data-sc.github.io/2017-11-05-first/#:~:text=For%20the%20ones%20unaware,%20general%20rule%20is%20%E2%80%9Cbigger,you%20are%20to%20%E2%80%9Cstochastic%E2%80%9D%20descent%20(batch%20size%201).
https://miguel-data-sc.github.io/2017-11-05-first/#:~:text=For%20the%20ones%20unaware,%20general%20rule%20is%20%E2%80%9Cbigger,you%20are%20to%20%E2%80%9Cstochastic%E2%80%9D%20descent%20(batch%20size%201).
https://miguel-data-sc.github.io/2017-11-05-first/#:~:text=For%20the%20ones%20unaware,%20general%20rule%20is%20%E2%80%9Cbigger,you%20are%20to%20%E2%80%9Cstochastic%E2%80%9D%20descent%20(batch%20size%201).


Summary of Learning Rate Schedule

• Adam is a good default choices working okay with 
constant learning rate.


• SGD + Momentum can outperform Adam but may 
require more tuning of LR and schedule


• Try cosine schedule: very few hyper parameters.


• If you are new to a dataset, use Adam with constant 
learning rate until you see it converges and then modify 
the learning rate.



Underfitting & Overfitting



Underfitting and Overfitting

https://www.ibm.com/cloud/learn/overfitting



• Underfitting on the train set: usually caused by limited model 
capacity or unsatisfactory optimization


• Batch normalization

• Skip link


• Overfitting on the test set

Underfitting



Batch Normalization

https://towardsdatascience.com/batch-norm-explained-visually-how-it-works-and-why-neural-networks-need-it

https://towardsdatascience.com/batch-norm-explained-visually-how-it-works-and-why-neural-networks-need-it-b18919692739#:~:text=Batch%20Norm%20is%20a%20neural%20network%20layer%20that,why%20we%20need%20it%20and%20how%20it%20works.


Batch Normalization: Train Mode

Slide credit: Stanford CS231N



Batch Normalization: Eval Mode (Test-Time)

Slide credit: Stanford CS231N
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μrms ← ρμrms + (1 − ρ)μi



BatchNorm Helps!



Stacking More Layers

[(Conv-BN-ReLU)*N - POOL?]*m-(FC-BN-RELU)*K-FC-SoftMax

No BN at the last layer.

Slide credit: Stanford CS231N



• Original hypothesis: mitigate the “internal covariate shift”

• “Training Deep Neural Networks is complicated by the fact that the 

distribution of each layer’s inputs changes during training, as the 
parameters of the previous layers change. This slows down the training by 
requiring lower learning rates and careful parameter initialization, and 
makes it notoriously hard to train models with saturating nonlinearities.”


• “We refer to the change in the distributions of internal nodes of a deep 
network, in the course of training, as Internal Covariate Shift.”

Why BatchNorm Works?

Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift, 2015.

https://arxiv.org/abs/1502.03167


• New findings: BatchNorm smoothens the loss landscape

• BatchNorm may not reduce the internal covariate shift.


• Batch normalization is effective because it smooths and, in turn, simplifies 
the optimization function that is being solved when training the network. 


• “This ensures, in particular, that the gradients are more predictive and thus 
allow for use of larger range of learning rates and faster network 
convergence.”

Why BatchNorm Works?

How Does Batch Normalization Help Optimization? (No, It Is Not About Internal Covariate Shift), 2018.

https://arxiv.org/abs/1805.11604


Pros and Cons of BatchNorm

Slide credit: Stanford CS231N



• If batch size in the training time is too small (like 1), then  
in a training batch can be very random.


• There will be a big discrepancy between  in a training 
batch and  at test time. —> Misaligned objective 
during training and testing


• May lead to huge performance drop at test time even for 
training data.

μ, σ

μ, σ
μrms, σrms

Problems with Batch Normalization



Get Rid of Batch Dimension?

Can we remove the dependence on the batch dimension?

We then don’t have the discrepancy between train and eval modes.



Normalization Techniques

Widely used in NLP! Style transfer!



Group Normalization

GroupNorm outperforms 
BatchNorm, when

• Batch size is small

• Instances in a batch are highly 

correlated



• Underfitting on the train set: usually caused by limited model 
capacity or unsatisfactory optimization


• Batch normalization

• ResNet or Skip links


• Overfitting on the test set

Problems of CNN Training



Problems When CNN Gets Really Deep

Slide credit: Stanford CS231N
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Problems When CNN Gets Really Deep

Slide credit: Stanford CS231N



Residual Link

Slide credit: Stanford CS231N



Residual Link

Slide credit: Stanford CS231N



From the Perspective of Gradient BP 

Skip links provide bypaths for 
gradients to backpropagate.



Loss Landscape

• “When networks become sufficiently deep, neural loss landscapes 
quickly transition from being nearly convex to being highly chaotic. 
This transition from convex to chaotic behavior coincides with a 
dramatic drop in generalization error, and ultimately to a lack of 
trainability. ”

Li, Hao, et al. "Visualizing the loss landscape of neural nets." Advances in neural information processing systems 31 (2018).



Loss Landscape

• “skip connections promote flat minimizers and prevent the 
transition to chaotic behavior, which helps explain why skip 
connections are necessary for training extremely deep 
networks. ”

Li, Hao, et al. "Visualizing the loss landscape of neural nets." Advances in neural information processing systems 31 (2018).



• Underfitting on the train set: usually caused by limited model 
capacity or unsatisfactory optimization


• Batch normalization

• Skip link


• Overfitting on the test set: 

• Data augmentation

• Regularization

• Dropout

Overfitting



The Generalization Gap

Generalization Gap

Generalization gap: the difference between a model's 
performance on training data and its performance on unseen 
data drawn from the same distribution.



• Underfitting on the train set: usually caused by limited model 
capacity or unsatisfactory optimization


• Batch normalization

• Skip link


• Overfitting on the test set: usually caused by imbalance 
between data and model


• Data augmentation

• Regularization

• Dropout

Overfitting



Early Stopping

Slide credit: Stanford CS231N



The Generalization Gap and Overfitting

• For an overfitted model, it contains 
more parameters than can be justified by 
the data.


• The essence of overfitting is to have 
unknowingly extracted some of the residual 
variation (i.e., the noise) as if that variation 
represented underlying model structure


• To minimize generalization gap, we consider 
to minimize the mismatch between your 
model and your data.


https://en.wikipedia.org/wiki/Statistical_noise


From the Perspective of Data

• If your data exhibit sufficient variations, then an appropriate  
model can’t easily overfit.


• To increase the diversity of your data

• simply collect more data (expensive and time consuming)

• Data augmentation (free and fast)



Data Augmentation

Data augmentation is a set of techniques to artificially increase the amount of data by gene
rating new data points from existing data. This includes making small changes to data or usi
ng deep learning models to generate new data points. 

Figure credit: Stanford CS231N



Simplest Data Augmentation: Horizontal Flip

•Data augmentation applies changes to the image while 
maintaining the label unchanged.


•The thing you cares must be invariant under the transformation of 
data augmentation.

Figure credit: Stanford CS231N



• Position augmentation

• Scaling

• Cropping

• Flipping

• Padding

• Rotation

• Translation

• Affine transformation


• Color augmentation

• Brightness

• Contrast

• Saturation

• Hue


• Applying GAN/RL for data augmentation

Data Augmentation Gallery

https://research.aimultiple.com/data-augmentation/

https://research.aimultiple.com/data-augmentation/#:~:text=What%20is%20data%20augmentation?%20Data%20augmentation%20is%20a,deep%20learning%20models%20to%20generate%20new%20data%20points.


• Improving model prediction accuracy

• reducing data overfitting and creating variability in data

• increasing generalization ability of the models

• helping resolve class imbalance issues in classification

Benefit of Using Data Augmentations



Doing Right Data Augmentations

•The magnitude of DA can’t be too strong. If core information is 
lost, then model can’t learn.




Doing Right Data Augmentations

•The magnitude of DA can’t be too strong. If core information is 
lost, then model can’t learn.


•The magnitude of DA shouldn’t be too weak, otherwise no use.

•Decide the magnitude by human or by tuning parameters.



• Underfitting on the train set: usually caused by limited model 
capacity or unsatisfactory optimization


• Batch normalization

• Skip link


• Overfitting on the test set: usually caused by imbalance 
between data and model


• Data augmentation

• Regularization

• Dropout

Overfitting



• Avoid the model to be arbitrarily complex

Regularization



Regularization: Prefer Simpler Models



• Avoid the model to be arbitrarily complex

Regularization



• Avoid the model to be arbitrarily complex

Regularization from the Model Perspective

ℒ = ℒmain + λR(W )



Dropout

Slide credit: Stanford CS231N



Dropout

Slide credit: Stanford CS231N



Dropout

Slide credit: Stanford CS231N



Dropout: Test Time

Slide credit: Stanford CS231N



• BatchNorm forces the output before activations to follow a 
certain Gaussian distribution, which limits the capacity of a 
model ==> Regularization


• BatchNorm thus helps alleviate overfitting.


• With BatchNorm, people may not need dropout.

BatchNorm as a Regularization



• Principle:

• to balance the data variability and the model capacity


• Techniques:

• Data augmentation (from the data perspective)

• BatchNorm (from the data perspective)

• Regularization (from the model perspective)

• Dropout (from the model perspective)                     

• …

Summary of Mitigating Overfitting

(Always good to use) (used only for large FC layers)




Embodied Perception and InteraCtion Lab Spring 2025

Next week: Lecture 7, 

Deep Learning IV

Introduction to Computer Vision


